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In this work we review the application of classical and quantum-mechanical atomistic computer simulation
tools to the investigation of small ligand interaction with globins. In the first part, studies of ligand migration,
with its connection to kinetic association rate constants (kon), are presented. In the second part, we review
studies for a variety of ligands such as O2, NO, CO, HS−, F−, and NO2

− showing how the heme structure, prox-
imal effects, and the interactions with the distal amino acids can modulate protein\ligand binding. The re-
view presents mainly results derived from our previous works on the subject, in the context of other
theoretical and experimental studies performed by others. The variety and extent of the presented data
yield a clear example of how computer simulation tools have, in the last decade, contributed to our deeper
understanding of small ligand interactions with globins. This article is part of a Special Issue entitled: Oxygen
Binding and Sensing Proteins.

© 2013 Elsevier B.V. All rights reserved.
1. Introduction

Globins are a superfamily of proteins with a particular globular
fold, containing a heme moiety as a prosthetic group [1,2]. The arche-
typical cases are vertebrate hemoglobin (Hb) and myoglobin (Mb),
displaying the classical 3-over-3 helical globin fold shown in Fig. 1.
This fold is composed of helices A, B, E, F, G, and H plus the CD loop
or region, which is a highly mutable segment, usually composed of
two small C and D helices, with a flexible and variably long loop in be-
tween. Notably, the D helix is sometimes completely missing, like in
the archetypical case of Hb alpha-subunits, or in the majority of
both symbiotic and non-symbiotic plant hemoglobins. In recent
years other important members of the globin superfamily, such as
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neuroglobin and cytoglobin, with similar folds, have been discovered
in many organisms [3]. About a decade ago an entirely novel branch
of the globin superfamily, called the truncated (trHb) or bacterial he-
moglobins, was discovered in a widespread variety of organisms, in-
cluding protozoa and plants. The distinguishing characteristic of the
trHbs is their shortened edition of the globin fold, a 2-over-2 helical
fold, due to the total or partial truncation of helix-A, and vestigial
helix-F [4]. trHbs have been further divided, on the basis of
phylogenetic analysis, into three groups, indicated as Groups I–III or
identified with the letters N, O, and P, respectively [5]. Interestingly,
the globin fold can also be enlarged, yielding bigger globins with ad-
ditional helices, like in the archaea protoglobin [6]. The structural
core, where the heme is located, is well conserved, and, thus, a topo-
logical notation can be used to identify a given residue across the
whole globin superfamily.

The heme moiety and its local environment comprise the globin
active site. The heme iron is coordinated to the four equatorial nitro-
gen atoms of the protoporphyrin. All globins have a conserved histi-
dine located at position F8 (HisF8) (proximal ligand) that defines
the so-called proximal site. In the sixth coordination position, the dis-
tal site, where most of the exogenous ligands bind, a water molecule
is generally bound to the heme iron. The amino acids located in the
vicinity of the heme on the distal site are referred to as the distal
ns: Reviewing lessons derived from computer simulation, Biochim.
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Fig. 1. A) Archetypical globin structure (that of Mb) depicting the typical 3-over-3 helical fold [7] (PDBid 2MGM). B) Truncated hemoglobin N ofM. tuberculosis depicting the typical
2-over-2 helical fold [8] (PDBid 1IDR). C) Globins heme active site showing typical distal and proximal sites. (In C) the O2-bound complex is shown as example.)
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amino acids. (Fig. 1C) In vertebrate globins the typical distal amino
acid is a histidine located at the E7 position (HisE7), but any other
type of residue can be also found.

Due to the ubiquity and relevance of globins for the biological and
biophysical sciences, over the decades, they have been the subject
of numerous computational studies (see references [9–14] for re-
views on the subject). Moreover, given that Mb was the first protein
to be crystallized and themodel of choice for developingmany spectro-
scopic and other biophysical methods, there is a wealth of detailed in-
formation that can be directly related to simulation-derived results,
thus providing a stringent test for the accuracy and predictive power
of theoretical methods [12,15–21]. The heme itself has interesting
chemical properties, which rely on its peculiar electronic structure
and have also been the subject of many theoretical studies [22,23].
Last but not least, hemoglobin is the hallmark of an allosteric protein,
and thusmany simulation-basedworks have been performed to under-
stand its mechanism and characteristics [24–27].

The function of globins is in many cases still a matter of debate,
but it is generally accepted that their reactivity towards small ligands,
such as O2, NO, CO, HS− and NO2

− among others, plays a key role
[28,29]. The affinity for certain ligands is determined by several fac-
tors, including the intrinsic reactivity of the ligand for the heme.
This reactivity is further modulated by both the proximal residues
[30], which can fine tune the heme electronic structure, and the distal
residues that may interact directly with the bound ligand [9,31,32].
Furthermore, the reactivity depends on the ligand accessibility to
the distal site, which can be modulated by the presence of i) blocking
residues that coordinate to the iron, ii) tunnels connecting the distal
site with the solvent [8,33], and iii) gates that may dynamically con-
trol access and escape routes [34]. The dynamics of the active site res-
idues may also play an important role in both small ligand affinity and
reactivity [9].

The ligand affinity is characterized by the equilibrium constant
Keq, defined by the ratio between the kinetic rate constants of the li-
gand association and dissociation processes, kon and koff, respectively
[34]. From a microscopic viewpoint the association process can be
Please cite this article as: L. Capece, et al., Small ligand–globin interacti
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divided in two elementary steps, ligand migration (or entry) from
the solvent to the distal site, and formation of the iron\ligand
bond. Diatomic hydrophobic ligands such as CO, NO or O2 have simi-
lar ligand migration rates, but different bond formation rates. This is
mainly determined by the inherent chemical reactivity of the ligand
and can be understood in terms of both the electronic states of the re-
actant, and the position of the iron in the heme group [35]. As a result,
there is a correlation between the ligand type and its association rate
constant, which typically follows the following trend: kon NO > kon
CO > kon O2 for the same protein [36].

For markedly polar or charged ligands (HS−, NO2
−, CN−), specific

protein–ligand interactions may strongly modulate the association
rate. In some cases, experimental values of the elementary rate con-
stants for the entry (kentry) and bond formation processes (kbond) are
available. The aforementioned processes can be studied using com-
puter simulations. For ligand entry and escape, the ligand pathways
can be determined using classical Molecular Dynamics (MD), and
usually the free energy profile along the pathways can be measured
using a combination of classical Molecular Dynamics (MD) with dif-
ferent enhanced sampling methods that we will describe in the next
section [12,16,37,20,38–44]. On the other hand, studying the forma-
tion of iron\ligand bonds requires a quantum mechanical (QM)
model, since significant changes in the electronic structure are in-
volved [9,11,35].

The dissociation rates also depend on twomain factors: the strength
of the iron\ligand bond, and the protein–ligand interactions in the
bound state. Given that the chemical nature of the ligands affects both
properties, measured dissociation rates span a wide range of values,
from 10−4 s−1, for the FeII–NO adducts due to the very strong Fe\N
bond, to 104 s−1 [34], for the weakly bound oxy complexes. In addition
to the dissociation rates, a large amount of structural information is
available. Crystal structures and resonance Raman spectroscopy studies
of globins that bind to O2, NO, CO, NO2

−, among other ligands, are
available [45–49]. MD simulations of the bound complexes are exten-
sively used to study globin–ligand conformations and dynamics
[11,12,50]. In addition, QM-based methods can be used to evaluate
ons: Reviewing lessons derived from computer simulation, Biochim.
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the heme–ligand structure and the bond strength, and thus correlate
this information with the dissociation rate [9].

In the present review, we describe how computer simulation tools
can shed light on the molecular basis that governs small ligand inter-
actions with globins, by first revising the basic methodological ideas.
We include a representative number of examples investigated in our
group during the last decade, presented in the context of other
groups' theoretical and experimental studies. The variety and extent
of the presented data yield a clear example of how computer simula-
tion tools have contributed to our deeper understanding of this wide-
spread and complex process.

2. Computational methods

From a technical point of view, computational methods to study
globins can be divided into two broad categories: (1) those that rely
on quantum mechanics (QM), that are needed to understand heme
reactivity and permit formation and breakage of the iron\ligand
bond, and (2) those based on classical Molecular Dynamics (MD),
used to study small ligand migration and globin conformational dy-
namics [50]. In the following sections we will describe how both
types of methods can be used to study the interaction between glo-
bins and small ligands.

2.1. Quantum mechanical (QM) methods

QM-basedmethods, usually those based on density functional theo-
ry (DFT), are used whenever a detailed description of the electronic
structure of the heme and its direct environment (i.e. proximal and dis-
tal ligands) is needed, or when chemical reactions (including formation/
breakage of the iron\ligand bond) are involved [50]. Performing ge-
ometry optimizations of the core porphyrin, a proximal histidine-
mimicking imidazole, and the bound small ligand (i.e. O2, CO, NO
etc.) in vacuum at the DFT level with a medium to large basis set
(6–31G** or D/TZP), allows the determination of proper geometry, in-
cluding the iron–ligand key geometrical parameters [50,51]. Obtaining
accurate energetics, like determination of the heme\ligand bond
energy (ΔEHeme–X) is far more difficult, since this requires an accurate
determination of the heme–ligand (EHeme–X) and free heme (EHeme)
energy, as shown by Eq. (1):

ΔEHeme–X ¼ EHeme–X− EHeme þ Exð Þ ð1Þ

where EHeme–x is the energy of the heme–ligand complex, EHeme is the
energy of the ligand-free (i.e. pentacoordinated) heme and Ex is the
energy of the ligand in vacuum. The main obstacle in obtaining accu-
rate ΔEHeme–X values lies in the fact that when the ligand binds, the
heme may change its ground spin state. In the imidazole-bound
pentacoordinated (5c) state, the ferrous heme displays a quintet
ground state. In its hexacoordinated (6c) state, for example the
oxygen-bound (oxy) heme, the CO adduct, and the ferric NO-bound
heme, the heme often displays singlet ground states, and the ferrous
NO-bound heme displays a doublet ground state. Other ferric 6c
states, especially those formed with strong field ligands, like, F−,
CN− and HS−, also have low spin states, usually a doublet. Ferric
H2O- or OH−-bound states may display also intermediate or high
states, depending on the protein. One of the limitations of DFT lies
in describing spin gaps, often making binding energies that usually
do not agree with experimental values, and highly dependent on
the exchange correlation functional and basis used [22]. However,
as will be shown in the examples below, the trends in binding ener-
gies obtained for different heme groups (or proteins) shows good
correlation with the experimentally observed trends and can be
used to state predictions [9].
Please cite this article as: L. Capece, et al., Small ligand–globin interactio
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2.2. QM/MM methods

A natural extension of the QM methods, which includes the elec-
trostatic and steric effects of the surrounding protein on the heme
structure and reactivity, is the use of the so-called hybrid QM/MM
methods [52]. In the cases presented in this review, these methods
are used to treat the protein active site, the heme and its ligands
with a QM method as described above, and describe the rest of the
protein environment using a classical (MM) force field. In many
QM/MM schemes, like the code developed by our group (Hybrid)
[53], the coupling between QM and MM subsystems is modeled
through an additive Hamiltonian scheme, in which, the electronic
density is computed and converged in a self-consistent field (SCF)
scheme in the potential determined jointly by the QM-described
atomic nuclei and MM-described fixed atomic partial charges. The
electrostatic interaction between the QM electronic density and MM
atomic partial charges is evaluated using Coulomb's law. An addition-
al term describing the Van der Waals (vdw) and short-range repul-
sive interactions between all QM atoms MM atom pairs is included,
usually through a Lennard–Jones potential [53]. Due to their high
computational cost, QM/MM calculations are performed usually on
selected snapshots extracted from MD trajectories, to obtain geome-
tries and energy changes by optimization procedures.

2.3. Molecular mechanics (MM) methods

Molecular mechanics, or classical molecular dynamics, methods,
are based on classical force fields and are the method of choice to
study globin structural dynamics and its relation to the process of li-
gand migration pathways [12]. When starting the study of a given
globin through MD simulations, one has to choose the starting struc-
ture and the force field. The starting structure is typically taken from
the crystal structure of the protein.

2.3.1. Force field parameters
For a proper description of the different amino acids, many reli-

able force fields are available, [54] such as the Amber99 (SB), [55]
or Charmm, [56] which are widely used for classical simulation stud-
ies of proteins. A critical point when performing MD simulations of
globins are the parameters associated with the heme group and its li-
gands. Typically all bonded and Lennard–Jones parameters can be
obtained from the force field general parameters. It is crucial, howev-
er, to very carefully assign the atomic charges, the equilibrium bond
length and angle values for the ligand, since they are essential to ob-
tain accurate results for each heme coordination/oxidation state.
These parameters can be obtained from QM calculations of the corre-
sponding porphyrin-ligand in vacuum, in combination with a charge
fitting procedure, like the RESP method [57]. Usually, these charges,
although obtained in vacuum, are used for all possible distal environ-
ments, those containing typical HisE7 as well as other cases like those
of the TrHbs where TyrB10, TrpG8, GlnE7 and other residues can be
found [9]. Nevertheless, it should be noted that these ligand charges
may not be sufficiently accurate for all protein environments, and
some adjustments may be needed, especially for ligands like O2 and
CO, as described in greater detail in the representative examples.
For oxy-hemes, for example, a positive distal environment (defined
by the presence of several hydrogen bond donor residues, like
TyrB10 and TrpG8) increases the negative charge on the bound oxy-
gen and should be considered to properly describe the active site dy-
namics. In the case of CO, a negative distal environment (where
mostly hydrogen bond acceptors are found interacting with the li-
gand) favors a more neutral or even slightly positive charge on the
oxygen atom.

For the charged ferric-bound strong field ligands (F−, SH− and
CN−), the ligand charge tends to depend less on the distal environ-
ments. In such cases the ligand interactions with the distal residues
ns: Reviewing lessons derived from computer simulation, Biochim.
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Table 1
Bond and angle equilibrium values, and partial charges for the different heme-ligand complexes considered here. X and Y correspond to the ligand atoms, where X is the atom di-
rectly coordinated to the Fe and Y is bonded to X. Distances, angles and charges are given in Angstrom, degrees and e, respectively.

FeII–O2
a FeII–COb FeII–NO FeIII–NO FeIII–F− FeIII–HS− FeIII–NO2

−c FeIII–ONO−c FeIII–CN−

qX −0.l2 0.28 −0.03 0.40 −0.36 −0.19 0.37 0.44 0.16
qY −0.18 −0.23 −0.04 0.20 – 0.09 −0.46 −0.55/−0.54 −0.46
d Fe-X 1.76 1.76 1.72 1.64 1.80 2.25 1.95 1.88 1.86
d X–Y 1.29 1.18 1.12 1.16 – 1.35 1.26 1.37/1.23 1.18
bFe-X–Y 121 180 140 180 97 100 120 122 180
d Fe–HisF8 2.10 2.02 2.18 2.04 2.38 2.01 2.08 2.08 2.05
Reference [11] [11] [11] [11] [58] [59] [60] [60] This work

a O2 charges correspond to a moderately charged oxygen.
b CO charges correspond to the more common neutral adduct, slightly displaced to type II resonance structure.
c FeIII–NO2

− and FeIII–ONO− correspond to the complex where the N atom is bonded to the Fe (Fe-X–(Y,Y2)) and where one of the O atoms is bonded to the Fe (Fe-Y2–X–Y),
respectively. For the FeIII–ONO− case, the two values at the qY correspond to qY/qY2 and dX–Y row to dXY/dXY2.
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are stronger, resulting in a more robust description across different
ligands. The same is true for ferric NO bound state since the NO dis-
plays NO+ character.

It is important to emphasize that because partial charges remain
fixed throughout an MD simulation, their initial assignment to a
particular ligand-bound heme state will have a major impact on the
accuracy of the observed active site dynamics. Table 1 reports the
partial charges, bond and angle parameters for different heme–ligand
coordination/oxidation states, which were carefully derived and
thoroughly tested in previous works from our group.

Once the initial structure and the force field have been chosen, the
system of interest can be prepared. As X-ray crystallography usually
does not provide information about the positions of hydrogen atoms,
they have to be added to the experimental structure.MostMD packages
have an automated H-adding procedure, although some user specifica-
tions are needed. Of particular relevance in preparing globin structures
are the histidine protonation states, since there are multiple tautomeric
states at physiological pH. Two of tautomeric representations are neu-
tral (with very similar pKa values), one protonated at the Nε (labeled
HIE), and the other protonated at the Nδ (labeled HID), whereas the
third state is a positively charged doubly-protonated histidine (labeled
HIP). Many globins, such as Mb or Hb, have two conserved histidines:
the proximal histidine F8 is a HID residue, since the Nε atom is coordi-
nated to the heme iron and thus is deprotonated,whereas the distal his-
tidine E7 can exist as a HIE or a HID residue. For ligand-bound cases, HIE
is the more appropriate tautomeric state for the distal histidine, with
the Nε–H group forming a hydrogen bondwith O2 or NO ligands. Clear-
ly, a close inspection of the possible interactions is essential to properly
describe the system.

2.3.2. Free energy calculations of ligand migration
In the study of proteins through MD simulations, relevant infor-

mation about a given process is obtained from the potential of the
mean force, or free energy profile (FEP) associated with the process.
One of the key properties related to small ligand interactions with
globins concerns the process of ligand migration from the solvent
into the active site (entry process) and back (ligand escape). These
processes are highly dependent on protein and solvent dynamics,
the presence of specific residues acting as gates, and the tunnel cavity
systems found in many globins (see Section 3.1 for particular exam-
ples) [12,61]. In order to have a quantitative description of such pro-
cesses, it is necessary to study the corresponding FEP along all the
paths that connect the solvent with the heme active site. There are
several methods that allow the calculation of the FEP for the ligand
migration process using classical MD simulations, such as umbrella
sampling [62], metadynamics, [63] or Multiple Steered Molecular Dy-
namics (MSMD) in combination with Jarzynski's equation, which has
been extensively employed by our group [12]. These three methods
exhibit comparable computational costs, and offer similar statistical
accuracies. The term accuracy in this case is used as a measure of
Please cite this article as: L. Capece, et al., Small ligand–globin interacti
Biophys. Acta (2013), http://dx.doi.org/10.1016/j.bbapap.2013.02.038
the method's capacity to provide a good estimate of the reference
free energy profile, which is the true profile that would be obtained
with the model (i.e. the force field and system description) in the
limit of infinite sampling. The main difference among these biased
sampling methods relies in their practical implementations, for in-
stance the choice of the reaction coordinate, and the type and number
of simulations that need to be performed.

In an MSMD simulation, an external force pulls the system from
randomly selected equilibrium configurations along a desired reac-
tion coordinate (usually the heme ligand distance). Jarzynski's equa-
tion relates the non-equilibrium work (W), performed by the
external force, to the FEP along the coordinate, ΔG(ξ):

exp
−ΔG ξð Þ

kBT
¼ exp −Wi ξð Þ=kBT½ �h i ð2Þ

whereW(ξ) is the external work performed on the system as it evolves
from the initial to the final state along the reaction coordinate ξ. The
brackets denote the calculation of the average calculated ideally over
the entire ensemble of pathways i that connect the initial with the
final state. To drive the system along the desired coordinate, and to
compute the work performed by the external force, a time-dependent
potential is used:

E′ rð Þ ¼ E rð Þ þ k r− ξ0 þ v:δtð Þ½ �2 ð3Þ

where v is the pulling speed that moves the system along the reaction
coordinate, k is the harmonic external force constant, ξo is the starting
value of the reaction coordinate and t is the MD time-step. Using this
type of external potential, the irreversiblework is easily computed inte-
grating the external force, due to the potential over time, according to:

W ξð Þ ¼ ∫
t

tv

2k r− ξo þ v:δtð Þ½ �dt ð4Þ

which is usually solved numerically.
In practice, once the reaction coordinate, the pulling speed and

the force constant are defined, several steered MD simulations are
performed, driving the system along the reaction coordinate. For
each simulation, the W(ξ) profile is computed. Once sufficient W(ξ)
profiles are obtained (usually from 10–50), Jarzynski's equation is
used to obtain the FEP or ΔG(ξ). Two parameters are critical in
obtaining an accurate FEP: (1) the choice of the pulling speed and
(2) the number of individual pulling simulations. For small ligand mi-
gration in globins, our experience shows that converged FEPs can be
obtained using speeds of ca. 0.025 Å/ps and between 20 and 40 sim-
ulations. Usually, both entry and escape profiles are computed inde-
pendently and combined to obtain a more accurate result.

A powerful alternative for sampling ligand pathways is a Monte
Carlo ligand dynamics code, called PELE (Protein Energy Landscape
ons: Reviewing lessons derived from computer simulation, Biochim.
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Fig. 2. Schematic representation of the HisE7 gate hypothesis, in whichmolecular oxygen
can enter and exit the distal site due to the side-chain movement of HisE7. Both the
inward (closed) and outward (open) conformations of HisE7 side chain are shown [74].

Fig. 3. Free energy profile of ligand migration through the E7 pathway for wild type
myoglobin in the closed (dotted black line) and open (dotted green line) state, and
mutant proteins: HisE7Ala (magenta line), HisE7Trp in the outward conformation as
found in the crystal structure (blue line) and HisE7Trp in the inward conformation
adopted during the simulation (orange line). The free energy was set to a value of 0
at 10 Å, where the oxygen molecule is fully solvated. Error bars represent mean square
error considering the bias inherent to the Jarzynski free energy estimator for a small
number of independent simulations (N = 40) (52) [74].
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Exploration) [64], which has been successfully applied to several glo-
bins [44,65]. Another group of methods that allows sampling of pos-
sible small ligand migration paths in globins in a much faster, but
less accurate, way are commonly used. These methods, which include
the particle insertion method [16], the implicit ligand sampling (ILS)
[37], and the Grid MD method [38], usually require a plain MD simu-
lation in the absence of the ligand, and then compute the ligand mi-
gration paths. With these methods, it is assumed that the presence
of the ligand has no effect on the presence of the tunnel/cavity system
of the protein. With the ILS method, for example, all ligand migration
paths in a globin can be readily identified using a moderate 20- to
50 ns-MD simulation [66]. The main drawback of these methods is
that they tend to overestimate the presence of cavities and tunnels,
and, therefore, the resulting FEPs are less accurate than those
obtained by first specifying the migration pathway, for example
with the MSMD method. These less expensive ligand-sampling
methods should be used with care, particularly in cases where gating
residues are present, since such methods may mix or even mask the
presence of open and closed conformations. Ultimately, less expen-
sive methods may be used to obtain an initial guess of the main
path, which can later be analyzed in detail using more costly methods
to calculate an accurate FEP. Given the variety of methods available
for the study of the ligand migration process, selecting the most suit-
able method for a specific investigation is not trivial. In this reviewwe
will present results from our group, obtained mostly using the MSMD
method, which will be analyzed in the context of experimental kinet-
ic data. For a comprehensive and comparative review on the different
methods the reader is referred to reference [12].

3. Examples Part 1. Small ligand entry and escape processes

As introduced above, ligand accessibility to the iron is controlled
by several structural factors, such as the presence of internal hydro-
phobic tunnels connecting the solvent to the active site, the presence
of specific gating residues, as well as the presence of water molecules
that compete with ligands for the iron accessibility [67–69]. In this
section we will report several examples of globins where the ligand
entry/escape processes are characterized in detail.

3.1. Oxygen entry in Mb: the HisE7 gate pathway

The ligand migration process in myoglobin is probably one of the
most-studied by both experimental and computational techniques.
The HisE7 gate hypothesis was first proposed around 40 years ago,
after the resolution of the first Mb X-ray structure by Max Perutz, in
an attempt to explain how oxygen could reach the apparently buried
heme iron [70]. The hypothesis suggests that in order to allow oxygen
to reach the distal cavity, HisE7 must rotate its side-chain towards the
solvent, leaving an unhindered path and thus opening the HisE7 gate
(Fig. 2). The first support for this hypothesis came from experimental
studies that showed that kon increases when HisE7 is replaced with
smaller apolar residues, such as Ala or Gly, while it decreases when
replaced by larger residues as Trp [71]. Structural studies also sup-
ported the notion of HisE7 acting as a gate. Crystal structures at low
pH showed HisE7 extended towards the solvent, in the so-called
open conformation (as opposed to the commonly found closed con-
formation) [72]. Consistently, the kinetic association rate constants
slightly increase when lowering the pH [73].

Another interesting feature revealed by Mb X-ray structures
concerned the presence of cavities inside the protein matrix. These
cavities were later characterized as hydrophobic cavities, or xenon
sites, due to their capacity to hold xenon atoms. Mb, like most globins
with the 3-over-3 fold, has at least 4 Xe sites, in addition to the distal
pocket. These hydrophobic cavities are arranged around the heme,
with Xe1 located next to the proximal HisF8 [75,76]. The presence
of this tunnel cavity system in Mb suggested possible alternative
Please cite this article as: L. Capece, et al., Small ligand–globin interactio
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ligand entry and escape routes [20,39,40]. Regardless of this possibil-
ity, there is a general consensus that the HisE7 gate is one of the prin-
cipal pathways for ligand entry in Mb [16,39,71].

Using the MSMD method, we calculated free energy profiles for
oxygen migration through the E7 pathway in both open and closed
HisE7 conformations. Our MD results showed that the open confor-
mation is stabilized in both the protonated (HIP) and the neutral
δ-tautomer (HID) of HisE7, due to a hydrogen bond with the back-
bone carbonyl of Asp 60, thus populating the open conformation
even in the neutral HisE7 state. On the other hand, our results showed
that neither the open nor the closed HisE7 conformations present a
significant barrier for oxygen migration to the active site (Fig. 3). In-
stead, we identified a small free energy well along the path located
at about 5 Å from the iron, which becomes deeper when HisE7 is in
the so-called open state. This free energy well corresponds to a hy-
drophobic site that is able to accommodate an oxygen molecule, in-
creasing thereby its effective concentration inside Mb relative to
that of the bulk solvent, thus enhancing ligand uptake through the
E7 pathway. Because the free energy well at this site is more pro-
nounced in the open conformation, and the open conformation is
more populated with the protonated HisE7 tautomer, this agrees
ns: Reviewing lessons derived from computer simulation, Biochim.
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Fig. 4. A) Schematic representation of the long tunnel (LT), short tunnel E7 (STE7), and short tunnel G8 (SG8T) in the tertiary structure of B. subtilis trHbO (Bs-trHbO) [80]. Active
sites of three different truncated hemoglobins are shown: Bs-trHbO (B), M. tuberculosis trHbO (Mt-trHbO) (C) and M. tuberculosis trHbN (Mt-trHbN) (D) [Milani, 2001 #539].
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well with the experimentally observed increase in oxygen uptake at
low pH. To further analyze the role of HisE7 in this pathway, we
also computed the free energy profiles of two mutants that corre-
spond to extreme cases of kinetic behavior: HisE7Ala and HisE7Trp,
representing the fastest and slowest observed association rates, re-
spectively [71]. The corresponding results, also presented in Fig. 3,
clearly show that Trp completely fills the hydrophobic pocket and
creates a high barrier for oxygen migration. In the HisE7Ala case, on
the other hand, the free energy well becomes even deeper compared
to the WT open conformation. The experimentally observed trend in
the association rate constants, kon HisE7Trp b kon wt (pH 7.4) b kon
wt (pH 5) b kon HisE7Ala, can thus be explained due to an increase
in the depth of the free energy well along the E7 pathway. It is impor-
tant to note that since the free energy well is created by the presence
of a hydrophobic pocket, which is in direct contact with the HisE7 res-
idue, its relative position to heme location varies slightly. Moreover,
since in the MSMD simulations the oxygen ligand is explicitly consid-
ered, local side-chain rearrangements of the involved residues are ob-
served during the migration process. A small rotation of the imidazole
side chain of HisE7 and a slight displacement of the E-helix, for in-
stance, were observed.

These results thus modify the classical concept of a “gate”,
imagined as a residue blocking ligand migration when it is closed
and allowing passage when opened. Instead, we argue that the hy-
drophobic site along the E7 tunnel creates a free energy well that
helps to drive oxygen uptake when HisE7 is open. This new idea
reconsiders the HisE7 gate hypothesis in terms of O2 being driven
into the E7 channel by the hydrophobic effect [74]. As will be
shown in the next section, oxygen escape is mainly governed by
distal residues' direct interaction with the bound oxygen, and
thus the observed change in the escape barrier has a negligible
effect.
Please cite this article as: L. Capece, et al., Small ligand–globin interacti
Biophys. Acta (2013), http://dx.doi.org/10.1016/j.bbapap.2013.02.038
3.2. Small ligand access in truncated hemoglobins (trHbs) is controlled
by the presence of tunnels

Despite their small size, trHbs have been found to host a tunnel cav-
ity system that connects the active site hemewith the solvent. The tun-
nels were first revealed in the crystallographic structure of trHbN of
Mycobacterium tuberculosis (Mt-trHbN) [8] and later shown to be a con-
served aspect of trHbs. Analysis of several trHbs structures, both in the
presence and absence of Xe atoms, and kinetic studies of single point
mutants allowed the identification of three potential tunnels. A long hy-
drophobic tunnel (LT), a short tunnel involving the G8 residue (STG8),
and a short pathway involving the E7 residue (STE7) have been charac-
terized (Fig. 4) [67,77].

Mt-trHbN is one of the most studied members of the truncated he-
moglobin subfamily, and presents only two of the three potential tun-
nels described above, the LT and the STG8, as revealed both by both
X-ray crystallography [67] and computer simulation studies [77–79].
This was one of the first proteins for which the free energy profiles for
small ligand migration were determined using the MSMD method by
our group, showing that both the LT and STG8 tunnels are important
for the ligand entry process, and that their preferential selectivity is de-
termined by the heme coordination state [78].

All the O and P subfamily members studied in our group, such as
M. tuberculosis (Mt-trHbO), Thermobifida fusca (Tf-trHbO), Bacillus
subtilis (Bs-trHbO) and Campylobacter jejuni (Cj-trHbP) have a trypto-
phan at the G8 position (TrpG8) which blocks the STG8 [32,81,82].
Since TrpG8 is conserved in all members of the O and P subfamilies,
only the LT and STE7 are available for ligand entry in these systems.
An interesting case arises in our studies of Bs-trHbO and Mt-trHbO,
where the TrpG8 and E11 residues play distinct roles in the ligand mi-
gration via the LT. The corresponding FEP indicates the presence of a
wide free energy well at 10 Å for both proteins, which corresponds to
ons: Reviewing lessons derived from computer simulation, Biochim.

http://dx.doi.org/10.1016/j.bbapap.2013.02.038


Fig. 5. Free energy profiles for ligand migration through the long tunnel. A) Mt-trHbO wild type (solid line), TrpG8-Phe (dashed line) and TrpG8-Ala (dotted line) [83]. B) Bs-trHbO
wild type (black line) and GlnE11-Leu (grey line) [81].
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a hydrophobic pocket (Fig. 5). From this distance to the active site, both
profiles differ significantly: in Mt-trHbO a large (over 10 kcal/mol) bar-
rier prevents the ligand from reaching the active site, whereas in
Bs-trHbO no barrier is present (Fig. 5). The origin of the large barrier
in the Mt-trHbO protein was traced back to the presence of the
TrpG8-LeuE11 pair, which blocks the access to the heme. Consistently,
mutation of TrpG8 to Phe and to Ala in Mt-trHbO resulted in a decrease
of the barrier, consistent with the observed increase in the association
rate from 1.1 × 105 M−1 s−1 for the WT to 1.3 × 106 M−1 s−1 for
the TrpG8F mutant [82]. The interesting question is why in Bs-trHbO,
where TrpG8 is present, is there no barrier for ligandmigration through
the LT. Detailed analysis of the MD simulations shows that GlnE11
moves towards TyrB10 in order to form a hydrogen between its
amine moiety and the hydroxyl group of TyrB10, thus opening the LT
for ligand entry. Since the corresponding Leu side chain in Mt-trHbO
is not able to establish the mentioned hydrogen bond with TyrB10, it
blocks the LT. This is observed in both the GlnE11-Leu Bs-trHbOmutant
and in the WT Mt-trHbO [81].

Therefore, although Mt-trHbO and Bs-trHbO are very similar, the
residue at position E11, Leu in Mt-trHbO and Gln in Bs-trHbO is able
to differentially open (Bs) or block (Mt) the tunnel, allowing a faster
ligand uptake in Bs, as experimentally observed (kon Bs-trHbO is 100
times larger than that of Mt-trHbO) [80].

These results can be extrapolated to all themembers of the O group.
Sequence comparison of these proteins shows that the E11 residue is
predominantly Leu or Gln, and in some cases Phe or Ser. Based on our
data, a Phe residue would probably act like the Leu, closing the tunnel,
whereas a Ser may act as the Gln, opening the tunnel. In this view, the
O group can be divided into those with open LTs (Gln/Ser in position
E11) and those in which the LT is closed (Leu/Phe). Furthermore, the
correlation between the predicted open or closed LT state with the pro-
tein phylogenetic analysis highlights that this position may be a key in
regulating trHb properties and, therefore, its function.

In summary, in trHbs, there are up to three possible hydrophobic tun-
nels that connect the bulk solvent to the heme active site. The tunnels
usually display a series of free energy wells and barriers that contribute
to the overall association rate. Determining which tunnel is predomi-
nantly responsible for small ligand uptake is not an easy task and re-
quires characterization and comparison of the corresponding free
energy profile. In several cases, two tunnels display similar barriers,
and thus bothmay contribute to the entry process. The presented exam-
ples, however, clearly show how the experimental determination of ki-
netic association rates, for the WT and single point mutants, allows for
the identification of key residues that are able to control the ligand
entry and escape processes. These data, in combination with the in silico
determination of the free energy profile for the same WT and mutants,
elucidate molecular details of the corresponding pathway for ligand
migration.
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A final consideration based on the above presented results for Mb
and the TrHbs can be made in relation to other ligands. For neutral li-
gands such as CO or NO, with net dipoles small enough to ignore, the
same behavior can be expected as observed for molecular oxygen. For
more polarized or even charged ligands, such as SH−, CN−, NO2

− or
F−, a completely different behavior is to be expected. For such
charged ligand cases, no migration free energy profiles have been
reported in globins, to our knowledge, except our study of nitrate es-
cape in Mt-trHbN. In that study, the nitrate is shown to escape direct-
ly to the solvent via none of the O2/NO characterized migration
tunnels, and the process is assisted by several water molecules that
enter the protein distal site to solvate the ion [84]. This key role of
water is consistent with observations performed in several studies
of ion channels [85]. Thus, for highly polar or charged ligands, solvent
access to the heme active site may govern the entry and escape pro-
cess, and given the highly dynamic and complex behavior of solvent
interactions with both ligand and protein, it is extremely difficult
and computationally expensive to converge the correspondingmigra-
tion profiles [66,84].
4. Examples Part 2: structure and energetics of small ligand bound
globin complexes

In this section we describe the structure and energetics of small
ligand-bound complexes, and in particular, how a combination of
classical- and quantum mechanics-based methods is required to ade-
quately describe these complexes. We analyze each ligand and its pe-
culiarities separately, focusing on how the distal and proximal
environments modulate the affinity. For each ligand two aspects
should be considered: first, the strength of the chemical bond to the
iron which depends on: i) the ligand bonding characteristics, mainly
its σ-donation and π-back-bonding capacity, ii) the heme geometry,
and iii) the proximal environment; secondly, the interactions be-
tween the distal environment and the ligand, once bound to the
heme. Typically these are electrostatic (mainly hydrogen bond) inter-
actions and depend on the hydrogen bond donor/acceptor capacity of
the bound ligand. Each ligand will have a different behavior in each
respect, and thus, globins exploiting these specific differences may
become selective for a given ligand. For instance, the Fe\O2 bond is
generally weaker than the Fe\CO or Fe\NO bonds [36], and thus glo-
bins are able to mechanistically modulate their oxygen affinity, as
evidenced by the range of dissociation rates, spanning 7 orders of
magnitude. On the other hand, the Fe\NO bond is so strong that
most globins display the same dissociation rate as observed for a
free heme. In the sections to follow, globin-binding characteristics
of the following ligands will be discussed in detail: O2, CO, NO, HS−,
NO2

− and F−.
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Table 2
Experimental koff and QM/MM-calculated ΔEO2 for several globins and truncated hemoglobins. ΔEO2 values are computed using Eq. (1). Different values for ΔEO2 are given in cases
where different conformations in the distal cavity where observed for the oxygen bound protein.

koff (s−1) Distal site residues ΔEO2 (kcal/mol)

Free Heme – – −22.0 [9]
Mt-trHbN Wt 0.2 [96] TyrB10/GlnE11 −37.2 [77]

TyrB10Ala 45 [96] −29.8 [77]
Mt-trHbO Wt 0.0014/0.0058 [82] 0.0025 [44] TyrB10/TyrCD1/TrpG8 −32.92 (this work)

TrpG8Phe 0.915 [82] 0.13 [44] −28.6 (this work)
Mb Wt 15 [67] HisE7 −27.0 [30]

HisE7Gly 1600 [98] −22.7 [30]
Lba Wt 5.6 [90] HisE7 −29.7/−34.5 [89]

HisE7Gly 3.6 [90] −28.9 [30]
TyrB10Ala 0.9 [90] n.d.
HisF8Gly + Im 15 [98] −24.9 [30]

CerHb Wt ThrE11Val 180 [88] 0.18 [88] TyrB10/ThrE11 −28.6 [87] −32.0 [87]
AscHb Wt 0.004 [67] −34.3 [9]
PcHb Wt 25.2 [99] TyrB10/ThrE11 −29.1/−25.9 [89]
Cj-trHbP Wt 0.0041 [92] TyrB10/HisE7/TrpG8 −34.9/−31.9 [32]

TrpG8Phe 0.033 [32] −27.1/−38.2 [32]
TyrB10Phe 0.0088 [92] −30.5 [32]
HisE7Leu 0.0003 [92] −36.1 [32]
TyrB10Phe/HisE7Leu 0.0028[92] −30.4 [32]

FbHb Wt 0.44 [100,101], 0.11(56%)/2.2(44%) [93] TyrB10 −30.1/−20.0[97]
Pgb Wt 0.092 [6] No hydrogen bond −29.6 [102]
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4.1. O2 binding

4.1.1. Distal effects
The small hydrophobic oxygen molecule adopts a negative charge

density when bound to the iron, due to the significant charge transfer
(π-back-bonding) from the heme group to the ligand. Thus, the coor-
dinated O2 interacts strongly with hydrogen bond donor residues that
are properly oriented in the distal site [9] and a strong hydrogen bond
network stabilizes the coordinated oxygen. This distal hydrogen bond
stabilization is known as the distal effect. In many cases, the hydrogen
bond network is dynamic and several conformations should be taken
into account. In this context, MD simulation of the ligand-bound pro-
tein is the tool of choice in order to analyze the possible configura-
tions that the active site can adopt. Once the relevant distal site
conformations have been identified, QM/MM calculations can be
performed to obtain a good description of the electronic structure of
the oxy complex, and the determination of the oxygen binding energy
as described in Sections 2.1 and 2.2. During the last decade, we have
studied several globins using this strategy. Our results reveal that
the computed binding energies show good correlation with the ex-
perimentally determined dissociation rate constants and provide an
understanding of how globins regulate their oxygen affinity. More-
over, comparison of single point mutants performed in-silico also al-
lows for the determination of individual residue contributions to
oxygen affinity. Below we present several examples, highlighting
their interesting peculiarities and the resulting general trends.

The first residue considered as a modulator of O2 affinity, present
in many globins, is the distal HisE7. In Mb, HisE7 establishes a moder-
ately strong hydrogen bond with the bound O2, and mutation of this
residue to Gly produces a more than 100-fold increase in the dissoci-
ation rate constant (Table 2). Consistently, the computed oxygen
binding energy ΔEO2 is 4.3 kcal/mol less negative when HisE7 is mu-
tated to Gly (Table 2). Other distal residues, such as those in positions
E11, CD1 and B10 in Mb and other 3-over-3 globins are usually
non-hydrogen-bond-forming residues and thus do not contribute to
the O2 stabilization.

In trHbs the picture is more complex, since several distal residues
in positions E7, B10, CD1 and G8 may form hydrogen bonds with the
bound ligand. Among the O and P group members, TrpG8 seems to be
crucial for oxygen stabilization since the koff is dramatically increased
upon mutation to Phe [86] (Table 2). MD simulations of several mem-
bers of the O and P groups show that, in all cases, TrpG8 is tightly
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hydrogen bonded to the bound oxygen and significantly contributes
to its binding energy [32,81,83]. All of these proteins in the O and P
groups have low oxygen dissociation rates, whereas Mt-trHbN, and
other members of the N group, where the hydrogen bond network
is formed by TyrB10 and GlnE11, do not have Trp at G8 position and
have high oxygen dissociation rates, [68,77]. Our calculations show
that both residues interact with the bound oxygen, but TyrB10, a res-
idue present also in many other TrHbs is the main contributor to ox-
ygen affinity.

4.1.2. Dynamic aspects of the distal effect
In some cases, the observed O2 affinity does not agree with the af-

finity anticipated by examining solely the distal site amino acid com-
position. In these cases single point mutations may lead to confusing
results. The origin of these discrepancies is often related to dynamic
effects that allow the distal site to adopt significantly different confor-
mations. In such cases, the observed koff is the result of a combination
of the individual rates (or affinities) for each conformation, weighted
by their differential populations in the configurational space.

In this section we present several examples where multiple con-
formations in the distal cavity were found to differentially modulate
O2 affinity: the Cerebratulus lacteus mini-hemoglobin (CerHb), the
Paramecium Caudatum truncated hemoglobin (Pb-trHb), C. jejuni
truncated hemoglobin P (Cj-trHbP), soybean leghemoglobin (Lba),
and Escherichia coli flavohemoglobin (FbHb). The results for each
case are briefly described below and summarized in Table 2.

CerHb mini-hemoglobin displays a distal pocket with three hydro-
gen bond donor residues TyrB10, GlnE7 and ThrE11. Although the pro-
tein shows the typical TyrB10 and GlnE7 pair, unlikeM. tuberculosis, its
koff is quite high (Table 2). Moreover, mutation of TyrB10 to Phe has lit-
tle effect on the dissociation rate, and intriguingly, mutation of ThrE11
to Val reduces the koff by three orders of magnitude. Using a combined
MD and QM/MM strategy, we were able to solve this apparent discrep-
ancy [87]. Results from theMD simulations indicate the presence of two
different conformations, separated by a small (1–2 kcal/mol) free ener-
gy barrier (Fig. 6). In the first conformation, in which oxygen binds
tightly, the TyrB10 residue forms a hydrogen bond with the bound O2.
This conformation (Cf1) is a high-affinity conformation, with a calculat-
ed ΔEO2 of −33 kcal/mol. In the second conformation, the TyrB10 hy-
droxyl group rotates to interact with the ThrE11 hydroxyl group,
resulting in a low-affinity confirmation (ΔEO2 = −24 kcal/mol). The
observed dissociation rate can be explained only by considering the
ons: Reviewing lessons derived from computer simulation, Biochim.
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Fig. 6. Three examples of globins that display two distal cavity conformations, which possess high and low O2 affinity. A) Free energy profiles for the conformational interchange
processes in CerHb, PcHb and Lba. B) QM/MM-optimized structures of the two conformations found in each distal site. High and low affinity conformations are shown in left and
right panels, respectively. The QM/MM-calculated ΔEO2 is shown for each conformation.
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dynamic equilibrium between both conformations. Moreover, the re-
sults clearly explain how the mutation of ThrE11 to Val, which elimi-
nates the low affinity conformation, results in the dramatic 1000-fold
reduction of the koff, since only the high affinity conformation is
retained. Indeed, the calculated ΔEO2 for the ThrE11Val mutant was −
32 kcal/mol. This result, together with the lack of the low-affinity con-
formation, confirms the proposed equilibrium in the distal cavity
(Fig. 6) [88]. Pc-trHb, also containing TyrB10, GlnE7 and ThrE11 in the
distal cavity, is very similar to CerHb. In fact, the results from MD and
QM/MM simulations indicate a very similar mechanism, as described
for CerHb, which accounts for the unusually high koff (Table 2 and
Fig. 6) [89].

Among the 3-over-3 globins, Lba is a well-known case in which dis-
tal stabilization does not follow the expected trend on the basis of the
distal cavity amino acid composition. As in Mb, HisE7 is present in the
Lba distal cavity. In contrast to what is observed in Mb though,
site-directed mutagenesis studies showed that, in Lba, HisE7 does not
significantly contribute to O2 stabilization [90]. Indeed, changing
HisE7 to non-hydrogen-bonding residues has an almost negligible ef-
fect. Surprisingly, the oxygen affinity of Lba is even larger than that of
Mb (Table 2) [91]. In order to explain this apparent discrepancy, it
was proposed that an alternative HisE7 conformation exists, in which
a hydrogen bond between HisE7 and TyrB10 lessens the interaction be-
tweenHisE7 andO2 [90]. The existence of this alternative conformation,
with low O2 affinity, was confirmed by MD simulations and QM/MM
calculations [89]. In the high-affinity conformation, HisE7 forms a
strong hydrogen bondwith bound O2. In the low-affinity conformation,
though, the HisE7 imidazole group rotates through its Cβ–Cγ angle, and
forms a hydrogen bond with TyrB10, weakening the interaction with
O2. ΔEO2 calculations confirm the difference in affinity between the
two conformations. MD simulations and calculated FEPs provide insight
into their relative populations. In this case, both conformations are sep-
arated by a low free energy barrier of interconversion (2.4 kcal/mol),
and are equally populated in the conformational ensemble. Although
the presence of a low-affinity conformation in Lba could be responsible
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for reducing the effect of the HisE7 substitution, the presence of a
hydrogen-bonded conformation still seems to be inconsistent with the
experimentally observed trend. As will be discussed in Section 4.1.3,
the complete understanding of this intriguingmutant requires consider-
ation of the proximal environment.

Another complex example of multiple conformations can be found
in the case of the truncated globin Cj-trHbP [92]. Experimental data
reveals a very low dissociation rate for the wild type Cj-trHbP
(koff = 4.1 × 10−3 s−1). Interestingly, the dissociation rates for all
the mutants TrpG8-Phe, TyrB10-Phe, HisE7-Leu and TyrB10-Phe/
HisE7-Leu did not result in significant differences. Recently, we have
shown the existence of a redundant distal site cavity with an ex-
tremely atypical behavior, which seems to be present in the Group
III member Cj-trHbP (Table 2) [32].

Finally, the last example is represented by the E. coli flavohemoglobin
(FbHb) [93,94]. FbHb possesses nitric oxide dioxygenase activity [93,95],
as in the case of Mt-trHbN [77,78,96]. FbHb has a very high oxygen affin-
ity (Table 2). In a recentworkwe have shown that the high oxygen affin-
ity can be explained by the presence of a water molecule in the active
site, which forms a hydrogen bondwith O2 and acts as a bridge between
O2 and TyrB10 [97]. The resulting conformation presents a high oxygen
affinity, even higher than the conformationwith TyrB10 directly forming
a hydrogen bond with O2 [97].

Taken together, the different examples presented here highlight the
importance of the dynamic nature of the distal cavity. For this reason,
computer simulations can provide very valuable information in order
to determine the molecular basis of oxygen affinity regulatory mecha-
nisms, complementing and expanding the information obtained by
crystallographic, mutagenesis and spectroscopic data. In many cases,
the simulations also reconcile experimental results that appear incon-
sistent at a first glance.

4.1.3. Proximal and heme conformational effects on oxygen affinity
Despite accounting for both the static and dynamic distal effects,

several cases are reported for which this information does not
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sufficiently explain the modulation of oxygen affinity [30,102]. In
many of these cases, intrinsic effects associated with the heme
group have been implicated. Among these effects, we can distinguish
proximal effects (associated with the position and environment of
the proximal histidine, HisF8) [30] from distortions of the heme
group (also modulated by the heme environment) [102]. In the fol-
lowing sections we describe the molecular basis of these two types
of regulatory mechanisms.

4.1.3.1. Proximal effects. Since the proximal histidine is able to modu-
late ligand affinity (trans-ligand effect) we have studied the regula-
tion of O2 affinity by means of proximal effects. A classical example
of proximal effects has been observed in Lba, as introduced in
Section 4.1.2. Since it was shown that HisE7 does not stabilize O2 in
the binding site, it is difficult to explain the larger O2 affinity com-
pared to Mb. In this context, we [30] and others [98] have shown
that proximal effects also play an important role in regulating O2 af-
finity in Lba. The specific proximal effects we have studied involve
(i) the charge relay from the HisF8 to the heme iron, (ii) the rotation-
al position of the HisF8 imidazole ring, and (iii) the distance between
the HisF8–Ne and the heme iron (Fig. 7).

(i) The charge relay mechanism is determined by the charge
transfer capacity of the HisF8 to the iron, which stabilizes the
iron\oxygen bond through π-backdonation from the iron
[103–105]. The modulation of the charge transfer capacity oc-
curs through the hydrogen bond interactions that the HisF8–
NHδ forms with the protein environment, which in turn, mod-
ulates the basicity of the imidazole ring, and consequently its
charge. We have observed that neither a very weak hydrogen
bond interaction (as in the case of a H2O molecule) nor a
very strong one (as the one formed with a carboxylate
group) corresponds to the maximum oxygen affinity. Indeed,
an intermediate hydrogen bond strength, for example with a
carbonyl group, results in a maximum O2 affinity (being
Fig. 7. The three types of proximal effects observed in globins. A) Charge relay from the His
B) Rotational position of the HisF8. C) Effect of the Fe–His distance: ΔEcomp corresponds
equilibrium (unrestrained) Fe–HisF8 distance.
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6.5 kcal/mol higher than the case of the carboxylate hydrogen
bond, and 2.7 kcal/mol higher than the weak water hydrogen
bond) [30].

(ii) The rotational position of the histidine is defined as the posi-
tion of the plane containing the proximal histidine imidazole
group of the proximal histidine relative to the line that joins
two opposite pyrrolic nitrogen atoms (Fig. 7). If the plane is
aligned with this line, the conformation is called “eclipsed”,
but if it forms an angle of 45°, it is called “staggered”, which re-
sults in a slightly more favorable oxygen affinity. Crystal struc-
tures of Mb [7] and Lba [106] and QM/MM calculations [30],
show that while in Mb the imidazole ring is in the eclipsed
conformation, it is closer to the staggered conformation in
Lba, also contributing to its overall higher oxygen affinity. In-
deed, the staggered conformation enhances O2 affinity by
1 kcal/mol, but this is increased to 3 kcal/mol in the presence
of a carbonyl group forming a H-bond with the proximal imid-
azole [30].

(iii) The third effect is determined by the distance between the
heme–iron and the coordinated proximal HisF8–Nε. The rela-
tive position of the proximal histidine with respect to the
heme group is determined by the hydrogen bond interactions
between HisF8 and the other proximal residues. Through
these interactions, the protein is able to constrain the position
of the histidine, relative to the heme group, and, therefore,
modulate oxygen affinity. We have observed that constraining
the Fe–His distance to shorter than the equilibrium distance in
the isolated active site can increase O2 affinity by ~1.5 kcal/
mol. Similarly, O2 affinity is decreased when the proximal his-
tidine is pulled away from the heme. Once again, QM/MM cal-
culations show that while Lba displays an Fe–His distance of
2.04 Å, in Mb this distance is 2.18 Å, being the equilibrium dis-
tance in solution 2.12 Å. In this context, it is clear that Lba reg-
ulates O2 affinity by orienting the proximal HisF8 closer to the
heme–iron. Thus, the absence of the anticipated dramatic
F8 to the Fe, enhanced by hydrogen bond interactions with the surrounding residues.
to the difference between the ΔEO2 at a given Fe–HisF8 distance and the ΔEO2 at the
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increase in koff due to the HisE7Gly mutation in Lba (described
in Section 4.1.2) can be better explained by its high oxygen
affinity modulated by all the three types of proximal effects,
rather than solely considering the equilibrium of low- and
high-affinity distal site conformations [30].

The present analysis of the proximal effects in globins has great
significance when analyzing the cooperative regulation of oxygen af-
finity in mammalian hemoglobins. Although the mechanism by
which this regulation is achieved is still under large debate [107],
the proximal effects can have a prominent role in this regulation.
For instance, it is known that for the R-subunits in the T-state, the
proximal His is pulled away from the iron, and relaxes when
transitioning to the R-state [108]. In this context, the pulling effect
of the proximal histidine could be one of the causes of the difference
in oxygen affinity between the T and R states.

4.1.3.2. Modulation by heme structure. The last mechanism that allows
for a subtle regulation of oxygen (and other ligands) affinity in heme
proteins is the heme structure itself. For example, chemical modifica-
tion of the substituents (or side chains) of the porphyrin ring deter-
mines the fine tuning of the iron reactivity, as has been shown using
synthetic porphyrins. This mechanism, however, is not widespread in
naturally occurring heme groups, and is limited to only some particular
organisms [109]. The electronic properties of the porphyrin ring reside
in the nature of its structure. In the absence of constraints, a porphyrin
will adopt a planar D4h symmetry. Interactions with the protein envi-
ronment, however, produce distortions in this planar structure, which
in turnmodify the electronic structure and ultimately the affinity for ox-
ygen and other small ligands [110]. To study the consequences of heme
structure on its reactivity, a systematic classification of heme distor-
tions, referred to as normal coordinate structural decomposition
(NSD), has been proposed by Janzen et al. [111]. In their proposal, the
authors identified the most important out-of-plane (saddling, ruffling,
doming, X-waving, Y-waving, and propellering) and in-plane (meso-
stretching, N-pyrrole stretching, pyrrole traslation (X, Y), breathing,
and pyrrole rotation) normal modes that relate the structure of a
distorted heme compared to an ideal reference D4h structure [112,113]
thus allowing a systematic analysis of the heme structure. It should be
Fig. 8. Comparison between ruffling (A and C) and breathing modes (B and D). Top panels p
(red) structures. The difference between these two curves is depicted in the lower panels. T
resents the distortion (Å) from the reference structure.
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noted that similar heme distortions are common within subfamilies,
suggesting that the observed distortion could be functionally relevant
[111,114]. Besides their potential role in functional-family classification,
the effect of heme distortions in particular protein cases have been
studied in relation to their UV–vis, resonance Raman spectra, redox po-
tential, and ligand affinity [110,112,115–121].

A recently reported extreme case of heme distortion is presented
by the Methanosarcina acetivorans protoglobin (Pgb), a single domain
archeal globin that tightly binds O2 due to its low O2 dissociation rate
(0.092–0.0094 s−1). Strikingly, the Pgb structure shows no distal hy-
drogen bond stabilization of the heme-bound O2, thus raising the
question as to how the low dissociation rate is achieved [6]. In order
to analyze the effect of heme distortions on O2 affinity, we used the
QM and QM/MM types of calculations to determine the oxygen bind-
ing energy as a function of each possible normal mode related to the
heme distortion [102]. In this way, we computed the energy required
to distort the heme along each mode in the absence (red line) and in
the presence of the oxygen (blue line) as shown in Fig. 8 top panel, for
the ruffling and breathing modes. It can be seen that for all modes,
distortion of the heme increases the energy. However, the increase
is different for the free and bound states, and, thus, the difference be-
tween both curves, representing the change in the ligand binding en-
ergy with respect to the ideal planar heme, may increase for both
positive and negative distortions (as for ruffling) or even decrease
(i.e. become larger and thus represent a higher affinity) as for positive
breathing motions.

Besides the two examples shown in Fig. 8, the overall results show
that almost all the out-of-plane and in-plane distortions lower the affin-
ity for O2. The only mode that has the ability to strongly modify the af-
finity, either increasing or decreasing it, is the compression–expansion
mode called breathing shown above. The origin of this behavior is that
for most modes, especially those involving out-of-plane movements,
the unbound heme is softer than the ligand-bound heme. In the breath-
ing mode, which represents an in-plane distortion, compression possi-
bly increases the electron density of the iron and the π-back-donation,
similar to the proximal effect mentioned previously, and thus increases
affinity.

Analyzing the NSD of the Pgb crystal structure, we found a very
strong compression of the ring besides the clear out-of-plane
resent the cost profiles (kcal/mol) for the heme distortion of the oxy (blue) and deoxy
he reference energy difference corresponds to the non-distorted heme. The x-axis rep-
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distortion already mentioned. This distortion could explain the high
affinity for O2, taking into account the absence of distal residues
that can exert hydrogen bonding stabilization. In fact, according to
the quantum calculations, the distortion observed in Pgb corresponds
to ca. 2–4 kcal/mol O2 affinity enhancement with respect to a planar
structure. QM/MM calculations confirmed a gain of 7.6 kcal/mol for
the binding energy with respect to the isolated heme. This value is
comparable to that expected for an enhancement of the affinity due
to 1–2 distal hydrogen bonds. These results reinforce the importance
of the distortion of the heme in order to understand how the proper-
ties of a particular heme-protein can be regulated and finely tuned
[102].

4.2. CO binding

CO complexes differ from O2 and others complexes in the follow-
ing ways: i) in absence of any constraint, Fe–C–O presents a linear
configuration, contrasting with the bent structures observed for in-
stance in O2 or NO complexes, and ii) CO is a very good π acceptor,
which allows the existence of two resonance structures, which de-
pend on the electronic density of the distal cavity. In particular,
polar interactions and the formation of hydrogen bonds between
the bound CO and the distal residues increase the extent of
back-donation from the Fe d to the CO π* orbitals. As a consequence,
the Fe\C bond strengthens while the CO bond weakens. In this con-
text, CO is a useful vibrational probe of heme binding sites in proteins,
because Fe\CO back-bonding is modulated by polar interactions with
amino acid residues, and by variations in the donor strength of the
trans ligand. This modulation can be monitored sensitively by the
C\O and Fe\C stretching frequencies, which are readily detectable
in infrared (IR) and resonance Raman spectra. Therefore, CO is very
often used as a probe for investigating distal environmental effects
on ligand binding of heme. For example, in Bs- and Tf-trHbO, reso-
nance Raman and IR measurements identified two CO conformers de-
termined by specific interactions with the distal residues, with a
moderate or a strong positive environment around the CO-bound Fe
[122,123]. For Bs-trHbO, classical MD simulations show that the coor-
dinated CO interacts strongly with TrpG8 and weakly with GlnE11,
which pivots forming and breaking the bond with the coordinated
CO [81]. For Tf-HbO the spectroscopic and computational results
demonstrate that CO interacts with TrpG8 and also with both TrpG8
and TyrCD1 in a dynamic interplay. TyrB10 does not interact with
the bound CO [123].

A particularly interesting case is that of the CerHb which contains
TyrB10, ThrE11 and GlnE7 in the distal cavity, as in many other globins.
Whereas in many trHbs, mutagenesis of the distal residues, typically in
the E7 and B10 positions, shows an increased ligand dissociation rate,
replacement of ThrE11 to Ala in CerHb leads to a surprising reduction
of the koff [88]. MD simulations of the CerHb-CO derivative revealed
two conformations with different stabilizing hydrogen bond networks,
similar to that obtained for the oxygenated species [87]. While in the
conformer 1 the ligand is stabilized by a hydrogen bond with TyrB10
like inmany other truncated globins, in the conformer 2 TyrB10 instead
establishes a hydrogen bondwith ThrE11 instead of with the CO ligand.
In this second conformation, the position of the ThrE11 is fixed by a hy-
drogen bondwithGlnE7. QM/MMcalculations over both conformations
reveal a modest decrease in ligand stabilization (−48.5 kcal/mol to −
45.6 kcal/mol, respectively), undoubtedly due to the minor sensitivity
of the CO ligand than the O2 ligand to the environmental changes (see
above). Binding energies and geometrical parameters were compared
with the corresponding isolated Fe(II) hexacoordinated porphyrin com-
plex, with imidazole and CO as the axial ligands. The new conformer 2,
observed in the MD simulations of the WT CerHb, is characterized by
very similar binding energy and geometrical pattern as found for the
ThrE11-Val mutant and the isolated complex. Consequently, a static vi-
sual inspection of the X-ray structure inadequately explains the
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experimentally characterized behavior of CerHb with small ligands,
and does not support the seven-fold decrease in the experimental li-
gand dissociation rate constant for the mutant CerHb.

Similarly, resonance Raman (RR) experiments of CO bound
flavohemoglobin (FHb) suggested the presence of two different con-
formations, which were assigned as open and closed conformations
of the distal pocket [124]. The RR frequencies of the closed conforma-
tion are compatible with the presence of a strong hydrogen bond
between the ligand and a distal residue, while in the open conforma-
tion no strong hydrogen bond is present. Moreover, both conforma-
tions appear to be in dynamic and pH-dependent equilibrium: an
increase in pH increases the relative population of the open state
[124]. Classical MD simulations show that a conformation with a
bridging water molecule hydrogen bonded to the bound CO is pres-
ent for a significant portion of the simulation time, alternating with
another conformation where the hydrogen bond is absent [97]. The
analysis for the CO-bound protein showed that the hydrogen bond
is formed 20% of the simulation time, strongly suggesting that the
closed conformation corresponds to the bridging water, while the
open conformation should correspond to those where no water mol-
ecule or hydrogen bond is present. To further validate the pH depen-
dence, MD simulations of the CO complex with a charged TyrB10
were performed, revealing that, once TyrB10 is deprotonated, it
swings out from the active site and, therefore, water can no longer
be tightly hydrogen bonded to the bound ligand.
4.3. Fluoride binding

Fluoride is a common ligand for heme proteins in the Fe(III) state.
It is not known as a physiological ligand, and only recently has it
been reported that it can modulate the reactivity of a heme protein
[125]. However, the spectroscopic properties of the fluoride com-
plexes provide a simple and direct method to monitor the interac-
tions of the distal heme pocket environment with the iron-bound
ligand [126].

As hydrogen bonding is the only effective stabilization mechanism
for the heme-bound fluoride, the high sensitivity of fluoride com-
plexes can be used to probe hydrogen bonding in the distal cavity of
heme proteins. A very good correlation between the vibrational and
electronic features has been found for various fluoride complexes of
heme containing peroxidases providing a simple method for testing
the polarity of the distal cavity [127]. Recently, the combination of
UV–vis and RR with MD simulations has been applied to study the
fluoride complexes of native and mutant forms of Tf-HbO.

We have exploited the TyrCD1, TyrB10 and TrpG8 single, double
and triple mutations to Phe, to perform a detailed study of the hy-
drogen bond interactions between the protein and heme-bound
fluoride. All the techniques yield evidence that TrpG8 and TyrCD1
can form strong hydrogen bonds with fluoride, whereas TyrB10
plays only a minor role in the stabilization of the ligand. The same
result has been observed for both the O2 [32] and CO adducts
[123]. However, when the effects of the mutations on the RR
spectra are compared, it can be seen that the data obtained from
CO complexes and those obtained from fluoride complexes can
be explained assuming similar hydrogen bonding patterns. The
corresponding complexes exhibit different behaviors, however,
since back-bonding in the CO complexes depends on all kinds of
polar interactions with the neighboring amino acids, while hydro-
gen bonding is the only effective stabilization mechanism for the
heme-bound fluoride. Moreover, the two types of complexes have
different chemical properties, namely (i) carbon monoxide is neutral
(and almost apolar), whereas fluoride retains a negative charge, and
(ii) hydrogen bonding to CO is directional, whereas there is no direc-
tionality in F\HX bonding because of the monoatomic nature of the
fluoride ligand.
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4.4. NO binding

Nitric oxide (NO) is a very important heme ligand, since it is relat-
ed to the modulation of several fundamental biological processes, like
vasodilation and inhibition of platelet aggregation [128,129]. In mam-
mals, NO binds to the heme-containing enzyme soluble guanilate cy-
clase (sGC). NO binding to sGC results in the cleavage of the proximal
Fe\His bond, as a result of the negative trans effect. It is assumed that
the breaking of the proximal Fe\His bond gives rise to a conforma-
tional change which in turn activates the enzyme [130,131]. DFT cal-
culations performed by our group on model systems have shown that
the negative trans effect and the breaking of the Fe\His bond are re-
lated to the hydrogen bonding network of the proximal histidine
[132], which affects (as explained in Section 4.1.3) the charge density
on the proximal histidine. Model system calculations indicate that in
the extreme case of a completely deprotonated imidazole, the Fe\His
bond is reinforced enough to avoid the trans effect. Intermediate
cases (represented by the active sites of Hbα and β, the O2-sensing
protein FixL and the horseradish peroxidase C) were also considered.
The observed trend suggests that the stronger the hydrogen bond of
the proximal histidine, the higher the Fe–His dissociation energy,
and the lower negative trans effect. The results correlate well with
the Raman υ( Fe\His) stretching frequencies measured for these
heme proteins. An interesting example of this effect is cytochrome c′
(Cyt c′), a protein that has several similarities with sGC. This protein
has a very high υ( Fe\His) frequency (231 cm−1) [133], however,
the cleavage of the Fe\His bond after NO binding has been observed
[133]. QM/MM calculations showed that this apparent inconsistency
may owe to the existence of an alternative conformation for the prox-
imal histidine when dissociated from the heme [134]. In this context,
it is clear that not only the nature of the Fe\NO bond is responsible
for the trans effect, but also the ability of the protein matrix to accom-
modate the proximal histidine in the unbound state.
4.5. Nitrite binding

The reduction of nitrite (NO2
−, pKa 3.15 at 298 K) [135] to nitric

oxide (NO) (Fig. 10A) by denitrifying metalloenzymes is an important
component of the global nitrogen cycle. Heme-containing nitrite re-
ductase (NiR) enzymes perform such nitrite reduction, which is pro-
posed to occur after direct binding of the nitrite anion to the heme
Fig. 9. A) Dissimilatory reduction of nitrite to NO performed by heme proteins. B) Dif
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iron center. It is well known that this reaction is performed by
denitrifying bacteria and it has been extensively studied for these or-
ganisms [136–140]. In the last 10 years, however, substantial evi-
dence started to appear showing that metalloenzymes, like Hb and
Mb, present in mammalian tissues, can also reduce nitrite to NO
under physiological hypoxic conditions [141–147]. The relevance of
such a finding is that this pathway may circumvent the O2-dependent
NO synthase pathway.

Based on calculations and structural findings, it has been proposed
that nitrite reduction can, in principle, occur by either the energetical-
ly feasible N-bonded “nitro” or O-bonded “nitrito” modes (Fig. 9B).
For the nitro mode it is widely accepted that a formal double proton-
ation of the O-atom precedes the release of a water molecule and gen-
eration of a FeIII-bound NO which then dissociates from the ferric
heme [137–139,148,149]. In contrast, protonation of an O-bounded
nitrito ligand would generate the ferric-hydroxo species and NO
through an ON\O bond homolysis reaction (Fig. 10B) [60,150]. More-
over, recently it has been shown that the NO produced by the
deoxy-Hb reduction of nitrite may react with the nitrite-bound met
HbIII to yield the N2O3 species [151,152], which may play a key role
in nitrite-dependent signaling. This finding implies that hemoglobin
may act as an allosterically regulated enzyme that converts two ni-
trite ions into an N2O3 molecule (Eqs. (5) and (6)).

Heme–Fe IIð Þ þ NO−
2 þ 2Hþ→Heme–Fe IIIð Þ þ NOþ H2O ð5Þ

Heme–Fe IIIð Þ þ NO−
2 þNO→Heme−Fe IIð Þ þ N2O3 ð6Þ

Whether the nitrite reduction occurs in a catalytic fashion Eqs. (5)
and (6) or not Eq. (5), both mechanisms imply coordination of nitrite
anion to FeII and/or FeIII species. Among the several coordination
modes of nitrite anion to metals, the predominant and thermody-
namically favored mode to Fe(II) and Fe(III) is the N-mode “nitro”
[153–156]. Computational results, however, suggest that linkage
isomerism may not be unlikely, and the availability of proton donors
in the distal pocket may affect the balance between the O-bound and
N-bound isomers (see Fig. 10) [60,150,151].

The crystal structures of the nitrite adducts of cytochrome cd1
NiR from Paracoccus pantotrophus [136], cytochrome c from
Wolinella succinogenes [157] and sulfite reductase (SiR) heme pro-
tein from E. coli [158], clearly reveal the N-nitro binding mode.
These proteins have more than one distal pocket hydrogen bond
ferent nitrite binding modes found for mammalian hhMb and human deoxy-Hb.
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Fig. 10. Schematic representation of the WT Tf-trHb distal site with coordinated HS−,
showing the residues of the distal site (TrpG8, TyrCD1, and TyrB10). [59].
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interactionwith the bound nitrite, which is not the case for mammalian
horse heart myoglobin (hhMb) and human hemoglobin (Hb) where
only one distal pocket hydrogen bond interaction could be made. It
has been recently shown that nitrite binds to the ferric centers of
hhMbIII and human HbIII not through the common “nitro” mode, but
rather through the unusual (for heme proteins) O-binding “nitrito”
mode [159,160]. After several unsuccessful attempts to obtain the phys-
iologically relevant nitrite coordinated to FeII species, it was finally gen-
erated by photoreduction of the FeIII species. Although it may not
represent the true equilibrium structure of the reactive MbII-nitrite
compound in physiological conditions, the fact that the nitrito mode is
retained for the FeII species reinforces the proposition that this may be
a relevant binding mode for these mammalian heme proteins [161].

A key question is, what controls the binding mode of nitrite to
mammalian hhMb or Hb and how that is related to the NiR activity
of these heme-proteins. It has been hypothesized that the single hy-
drogen bonding HisE7 directs the nitrite towards this O-binding
mode and influences the subsequent nitrite reduction kinetics. This
hypothesis was tested and confirmed through the study of two differ-
ent mutants for hhMb; HisE7-Val and the double mutant HisE7-Val/
ValE10-Arg [160]. These twomutants showed for the first time the ni-
trite coordinated in these different modes in the same heme protein.

QM studies have reported that for an Fe(II)-porphyrin model
system; the N-bonded nitro form tends to be favored over the
O-bonded nitrito form by ~7 kcal/mol [146]. We have performed
QM/MM simulations for individual α and β HbII subunits and showed
that the N-bound isomer of nitrite is favored over the O-bound form
by 9 kcal/mol for the α but only 3 kcal for the β [60]. MD simulations
studies were also done in that work for human HbII (T state) showing
structural features of the N-bound and O-bound nitrite hydrogen
bonding interactions with the distal histidine that could contribute
to the NiR activity [60]. These findings suggest that both binding
modes in the ferrous system could contribute to NiR activity, in par-
ticular the O-binding mode has the advantage of requiring a single
proton transfer (Fig. 9) that will lead to the formation of NO, and
could take place before linkage isomerism to the thermodynamically
favored N-mode.

Taken together, the computational results and structural findings
suggest that the linkage isomerism is feasible and that hydrogen
bonding a distal pocket residue can direct the bound nitrite anion to-
ward the O-nitrito mode and can affect the NiR activity. The calculat-
ed energy differences between the N- and O-bindingmodes of nitrites
Please cite this article as: L. Capece, et al., Small ligand–globin interacti
Biophys. Acta (2013), http://dx.doi.org/10.1016/j.bbapap.2013.02.038
to hemes are on the order of hydrogen bond stabilization energies,
and in accordance to this, structural findings showed that nitrite
binding mode depends on the presence of hydrogen bonding residues
in the distal pocket environment.

In a general context, the single distal residue HisE7 in hhMb or in
Hb, is a crucial factor in the nitrite reduction by Mb and Hb. In accor-
dance to that, the rate constant for the same reaction catalyzed by
bacterial heme proteins (two distal histidines) is much larger than
that of the deoxy Mb and Hb, suggesting that this difference is,
among other factors, related to the availability of hydrogen bond do-
nors in the distal site. Interestingly, substitution of either of the two
invariant histidines with alanine has a dramatic effect on nitrite re-
duction by Pseudomonas Aeruginosa and the activity resulted to be
~1% of the WT [149].

These key differences in the active sites between bacteria and
mammalian heme proteins have been recently studied using molecu-
lar modeling combined with dynamics simulation for rationally
designed artificial NiRs based on Mb mimicking cytochrome cd1 NiR
[162].

4.6. Sulfide binding

The first high-affinity sulfide binding hemoglobin studied was the
hemoglobin I (HbI) from the mollusk Lucina pectinata, that binds sul-
fide in its ferric state and works as a sulfide carrier [163]. Two mem-
bers of the trHb family, Bs-trHbO and Tf-trHbO, were recently found
to have high affinity for sulfide species [59]. Both proteins have a dis-
sociation rate constant much lower than that reported for myoglobin,
but still 10 times larger than L. pectinata HbI hemoglobin [163]. Given
the potential sulfide binding properties of hemoglobins and the active
sulfur metabolism of microorganisms, biochemical functions other
than transport of the gaseous ligand begin to be associated with the
globin family [164]. Taking into account the proton donating charac-
ter of the distal residues and that the pKa of free H2S is around 7,
the coordinated sulfide to FeIII would be mainly the monoprotonated
species HS−, or even the deprotonated species S2−, rather than H2S.

QM calculations of model systems using HS− coordinated to the
heme group revealed that sulfur is negatively charged. Moreover, a
few years ago, DFT calculations showed that Fe-bound sulfur behaves
as a relatively strong hydrogen bond acceptor on thiolate-bound
model porphyrins [165]. MD simulations of Tf-trHbO with coordinated
HS− indicate that only TrpG8 strongly stabilizes the coordinated HS−

through a hydrogen bond interaction, thus accounting for the relatively
high affinity for sulfide in these proteins (Fig. 10). When the TrpG8 is
mutated to a hydrophobic residue like Phe (both in the single mutant
TrpG8F and in the triplemutant TrpG8F-TyrB10F-TyrCD1F), the dissoci-
ation constant increases about two orders of magnitude, implying a
weakened stabilization of the iron-bound sulfide. This is in agreement
with the idea that hydrogen bonding is the main kinetic control of li-
gand dissociation in heme proteins and confirms the role of TrpG8 in
sulfide stabilization in truncated hemoglobins. A similar stabilizing
mechanism can be considered for the L. pectinata HbI hemoglobin that
has the highest affinity for sulfide species among all the heme proteins
studied so far [166]. Although it is widely thought that the sulfide spe-
cies in HbI are stabilized by nearby aromatic residues PheCD1 and
PheE11, we instead propose that a hydrogen bond donor, such as
GlnE7, is the main stabilizing source for the sulfide ligand, thus playing
a similar role as TrpG8 in the trHbOs inmaintaining the high affinity for
sulfide species.

5. Conclusions

The process of ligand recognition in hemeproteins is a complex phe-
nomenon, its description requiring a full understanding of the environ-
ment experienced by ligands in heme binding pockets. The present
review highlights the contributions of classical, quantum mechanical,
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and hybrid quantum-classical computational techniques to the explora-
tion of the molecular basis of ligand binding interactions with globins.
In particular, we have shown how structural and conformational fea-
tures and ligand migration paths can be investigated with classical
MD simulations to yield information about free energy barriers and
possible secondary docking sites. On the other hand, QM and QM/MM
calculations are especially suited to investigate the intrinsic heme reac-
tivity and the protein proximal and distal effects. These two frame-
works, classical MD and QM/MM, that cover different time and space
scales, complement each other providing a complete picture of the pro-
tein function. Computational simulation is a valuable tool often used to
validate and contrast experimental observations, and it has been shown
to be fully complementary to experimental studies.
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